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#### Abstract

We propose a location geometric similarity scoring method that is invariant to rotation, scale, and translation, and can be easily incorporated in mobile visual search and augmented reality systems. We present a fast and efficient geometric re-ranking method that can be incorporated in a feature based image-based retrieval system that utilizes a Vocabulary Tree (VT). We form feature pairs by comparing descriptor classification paths in the VT and calculate geometric similarity score of these pairs. We compare the performance of the location geometric scoring scheme to orientation and scale geometric scoring schemes. We show in our experiments that re-ranking schemes can substantially improve recognition accuracy. We can also reduce the worst case server latency up to 1 sec and still improve the recognition performance.
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## 1 Introduction

T
HE Mobile image matching applications have gained popuIar interest as phones become equipped with powerful computing resources and high resolution cameras. Users can hold up their camera-phone and take pictures of objects they would like to inquire, and connect to a mobile image matching system that is either on the phone or a remotely located server, and identify the object and find information of the object anywhere[1, 2, 3]. Most current image-based retrieval systems adopt the feature based image matching approach [4, 1, 5, 6, 3, 2]. By representing images or objects using sets of local features [7, 8, 9], recognition can be achieved by matching features between the query image and candidate database image. Fast large-scale image matching is enabled using a Vocabulary Tree (VT) [10]. Features are extracted from the database of images and a hierarchical k-means clustering algorithm is applied to all of these features to generate the VT. Descriptors of the query image are also classified through the VT and a histogram of the node visits on the tree nodes is generated. Candidate images are then sorted according to the similarity of the candidate database image histogram to the query image histogram.

A number of groups have investigated different ways to speed up the GV process. In [12, 13], the authors investigate how to optimize steps to speed up RANSAC. In [5], they use geometry detected from each local features to estimate the geometric transformation. The authors in [14] have investi-

[^0]gated how to perform simple geometric checks by matching visual words.

Small feature groups have also been proposed in to incorporate geometry comparison into VT matching yet at the cost of greater complexity [15, 16]. We aim to design a fast and efficient mobile visual search system, and to develop a geometric scoring scheme for largescale image matching. We find matching feature pairs between a query and candidate image using the descriptor classification paths in the VT. Then, we transform location information of the feature pairs into pairwise distances and generate a geometric similarity score of two images. This approach enables us to incorporate the scoring method described in [14], which uses orientation and scale. However, the two types of information may not be available for certain feature descriptors, such as Rotational Invariant Fast Features (RIFF) [17]. Furthermore, we only re-rank a subset of images using the geometric similarity score. We show that by forming feature pairs using the classification paths in VT and the location geometric scoring method, we can reduce the total time needed and improve the recognition performance.

Geometric Verification (GV) is applied after feature matching $[3,2]$ to eliminate false feature matches. In this process, features of the query object are matched with features of the database objects using nearest descriptor or the ratio test [7]. Then, a geometric transformation of the location of the features in the query object and the locations of the features in the database object is estimated using RANSAC [11]. A single GV comparison typically takes 30 milliseconds to compute, which prohibits the list of candidate images for verification to a small number.

This paper is organized as the following. In Section 2, we give a brief overview the geometric re-ranking image matching pipeline. In Section 2.1, we present how to generate the matching feature pair list and describe the location geometric scoring scheme that we propose in Section 2.2. We present the experimental results in Section 3.


Fig. 1. A typical mobile visual search system is presented in the blue diagram. We propose to add a geometric re-ranking stage which speeds up the system and improves the overall recognition result.

## 2 GEOMETRIC RE-RANKING IN IMAGE MATCHING SYSTEM

We consider a mobile visual search system with geometric reranking as illustrated in Fig. 1. The mobile client takes a picture of a query object and sends the compressed features to a server where the image recognition takes place. On the server, query features are first quantized using a greedy search through theVT [6]. Then, the histogram of the quantized visual words is used to perform a similarity measure between a query image and a database image. We apply geometric re ranking to a subset of the top matching candidates from the VT search. This improves the final list which is passed on to the GV stage, which typically considers a few images only. In the next section, we describe how we generate a matching feature pair list M from the VT search and use the list to generate geometric similarity scores between a query feature set and a database feature set. We denote the query feature set as $\mathrm{Fq}=$ \{q;i; oq;i; sq;i; dq;i\}, where the variables correspond to location, orientation, scale, and descriptor respectively, and i denotes the index within the feature set. The candidate database feature set is denoted as Fd = \{d; ; ; od; ; sd; ; ; dd; i $\}$.

### 2.1. Matching Feature Pairs using Vocabulary Tree

When a descriptor is classified using a VT, the descriptor is compared with the children of a node and the most similar child is selected. The process starts from the root and is re peated until reaching the leaf node, thereby generating a path from the root to the leaf within the tree. In Fig. 2, we show the paths of two feature sets for a VT of depth 3 and branch factor 3.

Descriptors that are similar tend to be quantized along the same path. Thus, we generate a matching feature pair list $M$ of a query feature set Fq and a candidate feature set Fd as follows. For each node within the VT, we examine if there is one and only one query descriptor dq;m that has been classified to that node. Similarly, we check if there is one and only one candidate descriptor dd; $n$ that has been classified to the node as well. If both of these criteria is satisfied for dq;m and dd;n, we add ( $m ; n$ ) to the matching feature pair list, M. Since we also include interior nodes of the VT, there may be duplicate feature pairs in M. Two descriptors that have more than one singleoccupancy node in common, tend to be more discriminative. Hence, by allowing duplicate feature pairs in $M$, we emphasize the effect of more reliable feature matches.


Fig. 2. We show the intersecting feature paths for two sets of features, using a tree of depth 3 and branch factor 3 . We start from the root node and go through the nodes breadth first in the tree to match descriptors with one another. The square blocks indicate a node that has only one descriptor are in the feature path for both the query image and candidate image. For each square block, the pair of matching descriptors is added to the list, where the square block's color corresponds to the color of the added pair in the list.

### 2.2. Geometric Similarity Scoring

We wish to confirm the matching pairs in M using geometry information. In the GV stage, a rigorous validation requires estimating a geometric transformation between the query image and the database image. The estimation of multiple parameters of the geometric transformation renders the process complex and time consuming; thus, we aim to estimate a single parameter instead. The simplest approach uses only orientation and scale information. If we assume a global rotation between the query image and the candidate matching image, then, matching feature pairs should have a consistent orientation difference. Similarly, matching feature pairs should have a consistent scale difference, corresponding to the global scale change. We describe how to use these two types of information to perform scoring in Sec. 2.2.3. Using location information of features for geometric reranking can be advantageous for several reasons. First, for the dient server model shown in Fig. 1, we would only need to send the location information of features, which can be compressed efficiently [18]. Second, as GV typically uses only the location information of features for finding a geometric transformation, the location information is already available for geometric similarity scoring. Furthermore, it is compatible with systems that use features that are rotation invariant, such as Rotation Invariant Fast Features[17], which do not yield orientation information.

However, using location information is not intuitive when
the geometric transformation involves translation, scaling, and rotation. We show by using distance between feature locations, we are able to perform single parameter estimation using location information.


Fig. 3. The process of generating the location geometric score can be shown as the following steps: (a) features of two images are matched according to the descriptor paths, (b) distance of features within image are calculated, (c) log distance ratios of the corresponding pairs (denoted by color) are calculated, and (d) histogram of log distance ratios is formed. The maximum value of the histogram is the geometric similarity score.

### 2.2.1. Location geometric similarity scoring

We propose transforming the location information into distance ratios to measure the geometric similarity, Fig. 3. We generate a set of log of distance ratios from the list M:

$$
\begin{equation*}
S_{L D R}=\left\{\left.\log \left(\frac{\operatorname{dist}\left(l_{q, i}, l_{q, m}\right)}{\operatorname{dist}\left(l_{d, j}, l_{d, n}\right)}\right) \right\rvert\,(i, j),(m, n) \in M\right\}, \tag{1}
\end{equation*}
$$

where dist( ; _ ) corresponds to the Euclidean distance of two points in the image (Fig. 3 (a)-(c)). For two true matching pairs, the value corresponds to the scale ratio between the query and database image. We then estimate the number of features that have similar scale ratio as follows:

$$
\begin{equation*}
C_{L D R}(\alpha)=\sum_{z \in S_{L D R}} I\left(\frac{\alpha}{c} \leq z<\frac{\alpha+1}{c}\right) \tag{2}
\end{equation*}
$$

where $I_{\_}$) is the indicator function, and $=c$ corresponds to the scale ratio difference c is a tolerance factor that is experimentally determined. In practice, for speed and simplicity, we implement (2) as a histogram with soft bin assignment with as the histogram bin index. The geometric similarity score of the two feature sets is then given by:

$$
\begin{equation*}
\text { Score }_{L D R}=\max _{\alpha} C_{L D R}(\alpha) \tag{3}
\end{equation*}
$$

Using log distance ratio enables us to perform single parameter estimation, estimating the scal e ratio between the query and database image. Distances are invariant to rotation, scale, and translation. Distance histograms have been used to match point sets [19]. We extend this idea and use distance ratios, while still preserving robustness against similarity transforms.

### 2.2.2. Orientation geometric similarity scoring

Similar to what was described in the previous section, the orientation geometric scoring is formed as follow:

$$
\begin{align*}
S_{O D} & =\left\{\left(0_{q, i}-o_{d, j}\right)((i, j) \in M\}\right. \\
C_{O D}(\alpha) & \left.=\sum_{z \in S_{O D}} I\left(\frac{2 \cdot \pi \cdot \alpha}{c} \leq z<\frac{2 \cdot \pi \cdot(\alpha+1)}{c}\right) 5\right) \\
\text { Score }_{O D} & =\max _{\alpha} C_{O D}(\alpha) \tag{6}
\end{align*}
$$

Intuitively, this orientation difference corresponds to the global rotation angle between the query image and the database image.

### 2.2.3. Scale geometric similarity scoring

Scale can also be compared by simply using the feature pairs in M. The scale geometric scoring is formed as follow:

$$
\begin{align*}
S_{L S R} & =\left\{\left.\log \left(\frac{s_{q, i}}{s_{d, j}}\right) \right\rvert\,(i, j) \in M\right\},  \tag{7}\\
C_{L S R}(\alpha) & =\sum_{z \in S_{L S R}} I\left(\frac{\alpha}{c} \leq z<\frac{\alpha+1}{c}\right),  \tag{8}\\
\text { Score }_{L S R} & =\max _{\alpha} C_{L S R}(\alpha) \tag{9}
\end{align*}
$$

In this case, the log scale difference indicates the scale difference between the query image and the database image.

## 3 Experimental Results

To demonstrate the performance of our proposed algorithm, we implement and integrate it in the mobile visual search system [3, 2]. We collect 1M images of CD, DVD and book covers and remove similar product images based on appearance SURF [8] features are extracted from the database images to train the VT. We use a tree configuration of depth 6 and branch factor 10. The feature paths of each database image is generated by classifying the descriptors down the VT and loaded during the geometric reranking stage. We pick the the highest scoring 250 images from the VT search and rerank them based on the computed geometric similarity score. We test the recognition performance using a thousand query images.


Fig. 4. Performance comparison of different geometric re-ranking schemes. Correct match is declared if the true match is within the top N candidates.

We show the performance of the different geometric scoring methods and the results without reranking in Fig. 4. We
declare a match to be correct if the corresponding image is within the top N candidate in the list. By incorporating a geometric re-ranking method, the recognition result can be boosted significantly. The location geometric scoring and the orientation geometric scoring method perform similarly and has a clear advantage over the scale based method. For both methods, the accuracy of the top matching result is improved from $81 \%$ to $91 \%$ compared to that without re-ranking. We show the average time for the three different geometric scoring methods al ong with the time required for GV in Tab. 1. We see that the location geometric similarity scoring takes longer than the orientation and scale geometric scoring methods. This is because the total number of calculations for the distance is O(n2). All three are only a small fraction of the time of one singleGV comparison, which is 30 ms .

Table 1. Processing time for each geometric comparison scheme.

| Comparison scheme | Time per comparison (ms) |
| :--- | :---: |
| Orientation geometric scoring | 0.1 |
| Scale geometric scoring | 0.12 |
| Location geometric scoring | 0.46 |
| Geometric Verification $(\mathrm{GV})$ | 30 |

A typical system performs GV for the top 50 images with preemptive stop, yielding a worst case scenario of $30.50=1500$ ms latency with a recognition rate of $-90 \%$. For a geometric reranking system using location geometric scoring, we need only retain the top 5 images for GV while providing a system that has a recognition performance of $-92 \%$. In this case the worst case time is only $(30.5+115)=265 \mathrm{~ms}$, which is only $<18 \%$ of the typical system and 1 second faster.

## 4 Conclusion

We develop a new method of incorporating geometric similarity re-ranking for mobile image matching systems. Based on the classification feature paths in the VT, a list of matching database and query feature pairs is computed. We use geome tric similarity scoring to re-rank candidate matching images given by the tree search. We develop a location geometric scoring that is invariant to similarity transform, compatible with rotational invariant features, and can be conveniently integrated in a mobile visual search system. We improve the recognition accuracy from $81 \%$ to $91 \%$ for the top matching result, and can reduce the overall latency by 1 sec .
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